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This study investigated the influence of visual representation of qualitative 

data at progressively greater levels of abstraction on decision-making processes in 

order to address a gap in research that currently focuses predominantly on the final 

choice phase of decision-making and representation of quantitative information. 

Specifically, this research investigated how four forms of data representation, varying 

progressively in their use of visualization and data abstraction, compare in the effort 

required to arrive at a decision, the ease with which themes are identified, satisfaction 

with the level of detail obtained, the confidence in decisions made, and the 

intuitiveness of representations.   

The experimental design closely simulated a real world decision-making 

scenario with a decision-making task developed in consultation with industry experts 

and a large qualitative dataset obtained from a survey on workplace environmental 

design conducted by a large global company. Qualitative data can be open to 



 

interpretation and final decisions or conclusions can be difficult to evaluate for 

accuracy. Therefore, decisions were compared across the four conditions to see how 

varying the level of visual abstraction of data representation encouraged participants 

to focus on certain themes versus others and to arrive at their decisions.   

The results indicate that in a matter of an hour, most participants identified key 

themes in the data regardless of the level of abstraction of the visual representation. 

However, there were significant differences in operational effort required, the 

intuitiveness of representations, and a marginaly significant difference in the ease with 

which themes were identified. Participantsô reported satisfaction with the level of 

detail reached and ratings of confidence in decisions-made were low or neutral and at 

odds with their objective performance. Insights into the effect of the visual 

representations and the subjective experience of the decision-maker are discussed.   
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1. INTRODUCTION  

The form in which information is presented to decision-makers has a powerful 

influence on real world policy decisions (Kuo, 2002).  Qualitative research, with 

techniques such as focus groups, observations and interviews, produces data that is 

rich in insight but typically time consuming and difficult to analyze and present to 

others, even with small sample sizes. Technologies, such as the internet, data mining 

tools and information retrieval systems, provide an opportunity to collect and analyze 

data on a larger scale, with participants from around the world, and recent computer 

software advances now allow for the systematic analysis of qualitative research. The 

end users of such data include social scientists, managers and professionals from a 

wide range of disciplines, and consequently the user interface and data representations 

need to facilitate efficient analysis and decision making (Speier & Morris, 2003) in an 

intuitive manner.   

"...in an information-rich world, the wealth of information means a 

dearth of something else: a scarcity of whatever it is that information 

consumes. What information consumes is rather obvious: it consumes 

the attention of its recipients. Hence a wealth of information creates a 

poverty of attention and a need to allocate that attention efficiently 

among the overabundance of information sources that might consume 

it" (Simon, 1971)  

 Herbert Simon (1996) pointed out that because information systems were originally 

designed to address a problem of information scarcity, designers had to find ways to 

present larger amounts of information at a time, whereas today these systems need to 

address an attention scarcity and should instead be built to filter out irrelevant 

information and quickly focus attention on important aspects. This need has led to a 

growing number of studies on information representation in areas such as data mining, 

statistics, learning, pattern recognition, and computer graphics (Kreuseler &  
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Schumann, 2002). One of the most powerful techniques that recently has arisen out of 

all this research is visual data mining (Wong, 1999). Data mining is the process of 

uncovering "patterns or models from observed data, usually as part of a more general 

process of extracting high-level, potentially useful knowledge, from low-level data" 

(Oliveira & Lewkovitz, 2003). Visual data mining or visual data exploration brings 

together information visualization and the analytical process into a single tool (Badjio 

& Poulet, 2005).  This model of data exploration capitalizes on strong human spatial 

and visual abilities, which allow for retrieval and comprehension of information using 

visual cues such as motion, color and shape (Kosslyn, 1994).  The process of exploring 

unknown data for patterns and hypothesis generation is called exploratory data analysis 

and was introduced by John Tukey (1977) as a "counterbalance to the traditional 

statistical techniques of checking a priori selected hypotheses." ( Tukey, 1977 as cited 

in Adrienko & Adrienko, 2003).  Visual data exploration is the analytical mining of data 

in which results are presented in graphical form (Badjio &  

Poulet, 2005).  

According to Keim (2002) visual data exploration provides a more intuitive 

interface for exploration, as the user does not need to know complex mathematical or 

statistical algorithms or parameters, necessary in other data mining interfaces. Keim 

also suggests that since the users are directly exploring the data they can shift and 

adjust their goals as they discern patterns and trends (Keim, 2002).  Therefore, 

visualization is beneficial for the first stage of exploration ï pattern recognition.  This 

stage is also similar to the first step in the decision-making process: "situation analysis 

and problem recognition" (Simon, 1960 as cited in Hansson, 1994).  

           Research thus far; however, has focused mainly on developing various mining 

techniques and visualization algorithms or paradigms (Au et al. 2000). Anecdotal 

evidence suggests that visual mining tools can lead to an increase in decision quality 

and confidence levels (Borzo 2004; Esfahani 2005; Miller 2004, as cited in Lurie & 

Mason, 2007). However, there is a general lack of systematic human factors research 
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on user guidance (Au et al. 2000, Badjio & Poulet, 2005; Lurie & Mason, 2007) or the 

effect these representations have on decision-making processes, when raw textual data 

is represented in increasingly graphical and abstract forms. This study addresses this 

research gap  by investigating the influence of information representation on 

decisionmaking processes using four information representation forms that fall on a 

continuum of visual abstraction, from raw data in a tabular form to a highly abstract 

graphical representation, a real-world, large qualitative workplace environmental 

design dataset and a decision-making scenario. The following sections present related 

research that describe visualizationôs role in aiding decision making.   

1.1 Background  

  Visualization refers to the ñBinding or mapping of data to representations that 

can be perceived. The types of binding could be visual, auditory, tactile, or a 

combination of theseò (Foley & Ribarsky, 1994).   

1.2 Sensory and Arbitrary codes  

  All visualizations consist of smaller visual components. These components can 

be classified as sensory and arbitrary (Ware, 2004).  According to Ware, the sensory 

aspect relates to components of a representation that can be perceived without any 

training on the part of the viewer. Instead, sensory representations rely on the 

perceptual processing power of the brain to convey information. This information is 

perceived in an immediate manner that is difficult to change and is valid across 

cultures.  Arbitrary aspects of a representation, however, are those that require the 

perceiver to learn certain conventions in order to understand the representation. These 

may be cultural or domain specific conventions. Written language and electronic 

circuit diagrams are two examples. According to Ware (2004), most representations 

are a combination of sensory and arbitrary aspects. Depending on the kind of 

information that needs to be conveyed, a representation may make use of sensory and 

arbitrary aspects to varying degrees. Both types of visual components play a role in 

amplifying cognition by reducing the load on memory.  
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1.3 Visual Representations as External Cognition Aids  

  One's ability to hold a representation of the external world in memory is limited 

(Ware, 2005). Studies have shown that individuals retain about three objects, in visual 

working memory per second (Vogel et al., 2001) and people are oblivious to more 

than 99% of what is in their visual field at any moment (Simons & Levin, 1998). Ware 

(2005) suggests that since the external world is there to perceive if needed, we do not 

have to hold it all in our minds. Depending on what our task is, he suggests that we 

make "visual queries" to the world ï our visual system focuses on the external 

environment to gather information based on what is required. This happens with such 

frequency and speed that we do not notice this process consciously.  Visual 

representations act as external cognition aids, providing a faster and more efficient 

way to access information than queries to our memory (Hutchins, 1995). Scaife and 

Rogers (1996) refer to this interweaving of external and internal representations, and 

processing as external cognition.     

   Graphical representations belong to one class of external aids that amplify 

cognition. They not only serve to communicate an idea but also to discover and think 

about the idea itself (Card et al., 1999). According to Ware (2005), the "power of a 

visualization comes from the fact that it is possible to have a far more complex 

concept structure represented externally in a visual display than can be held in visual 

and verbal working memories."   

External representations such as diagrams also allow users to gather 

computational information at a glance instead of having to compute information from 

purely text-based representations (Scaife & Rogers,1996). They call this phenomenon 

"computational offloading". Our visual system is also best at the pattern recognition 

that visual displays facilitate (Ware, 2005). Information visualization allows the 

perceptual system to absorb the cognitive load (Lohse 1997; Zhang & Whinston 1995) 

and expand problem-solving abilities by facilitating easier analysis of large volumes of 

data (Tegarden 1999).   
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However, as will be discussed, the ease with which graphical representations 

are processed can sometimes also lead to cognitive bias when a combination of textual 

and graphical forms are used. It is also important to consider the task involved as the 

effectiveness of graphical forms may depend on the level of task complexity.  

1.4 Textual and Graphical Representations  

Research suggests that when both text and graphical information is presented, 

the viewer tends to focus and give more importance to the graphical information than 

the text (Stone, Yates, and Parker 1997). As described above, visual representations 

use sensory codes (Ware, 2004) of color, size and orientation, features of graphics that 

are processed with minimal effort by our perceptual system (Ware, 2004, Bederson & 

Shneiderman, 2003). Representations that use sensory codes are more salient or vivid 

(Nisbett & Ross 1980, as cited in Lurie & Mason, 2007). This may result in biased 

conclusions as users may ignore less salient or text based representations in the 

decision-making process (Raghubir & Krishna, 1999).    

    According to Vessey, the usefulness of textual or graphical representations 

depends on whether the task involved is spatial or symbolic (Vessey, 1991). 

According to Vessey, spatial information is best analyzed using graphical 

representations as it is easier to spot trends and patterns, and tabular representations 

are more appropriate for symbolic information as they aid easy identification of 

required data values (Vessey, 1991).  In a study on query interfaces, Speier and Morris  

(2003) found that decision quality was high when the text-based interface was used for 

tasks with low complexity. However, for highly complex tasks, the visual interface 

enabled higher levels of decision quality. They suggest that visual interfaces are useful 

for analyzing general patterns and may be an effective way to make large data sets easier 

to process. However, their effectiveness is compromised when details need to be 

analyzed or when there are only a few data points as visual interfaces may require more 

operations in order analyze on a micro level (Speier & Morris, 2003).    
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Decision-making tasks different to those used in empirical studies may be less 

likely to fit into a specific task category. Many decision-making scenarios may involve 

a combination of subtasks of varying levels of complexity. Decision-makers may need 

to discern patterns or trends in a dataset to gain a high level overview and also 

understand the details in order to arrive at a final decision. Some parts of a dataset may 

be richer in terms of data points than others.  But which type of representation or 

combination of representation forms would facilitate this type of a decision-making 

scenario?  One goal behind studying the influence of visual abstraction of that data is 

to explore whether there is an optimal point or a specific combination of 

representations that facilitate an effective decision-making process.    

In order to better understand research in visualization, information seeking and 

decision-making, which are relevant to this study, the following sections present 

visualization, data and task classifications, information seeking research, 

decisionmaking theory and finally, the cognitive incentive system by which 

individuals decide on a specific strategy for a decision-making task. The hypotheses 

derived from the review of related research are then presented.   

1.5 Classification of visual representations  

Visual representations are broadly classified as scientific or information 

visualizations based on the kind of data they represent. When the intention behind 

visualization is to communicate expert knowledge or share information in groups, they 

are classified as knowledge and collaborative visualization.  These categories are not 

mutually exclusive but overlap and offer broad ways to think about representations. 

Scientific visualization pertains to the visual representation of physical phenomena 

(Oliveira & Levkowitz, 2003) whereas information visualization refers to the visual 

representation of abstract data that has no obvious physical form.  

1.5.1. Scientific Visualization  

A 1987 report by the National Science Foundationôs Advisory Panel on 

Graphics, Image Processing, and Workstations led to the birth of scientific 
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visualization as a discipline initially known as ñvisualization in scientific computingò. 

In scientific visualization, data pertaining to objects or concepts in the physical world 

are graphically represented (Oliveira & Levkowitz, 2003) to facilitate deeper 

understanding of those physical phenomena. For example, Figure 1.1 is one image 

from a simulation rendered from temperature data of a 10-m heptane pool fire. This 

simulation allows researchers to observe the roll-up of vortices and better understand 

how large-scale fires spread.   

 
Figure 1.1 Fire Spread Simulation, Phil Smith, Rajesh Rawat, James Bigler, Center for 

the Simulation of Accidental Fires, Explosions (C-SAFE).  

  

This kind of rendering acts as an external cognition aid by allowing researchers 

to view a phenomenon that would otherwise be difficult to observe or imagine. Other 

examples of scientific visualization including medical information and weather 

patterns. The development of scientific visualization is closely related to progress in 

many scientific fields (Card et al., 1999). As scientists placed greater value on 

empirical approaches to scientific investigation versus a theoretical approach, the use 

of graphical representations has increased in order to represent and facilitate the 

interpretation of data (Wainer & Velleman, 2001). In the mid eighties and early 

nineties, satellites sent back extremely large sets of data and the artificial intelligence 

and computer graphics fields focused on the automatic design of graphical 
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representations of these kinds of data. Visualization was found to be useful in 

analyzing and understanding this data (Card et al., 1999).  

 Following these initial developments in scientific visualization, the user 

interface field saw opportunities for new kinds of user interfaces using visualization. 

The task that this was most pertinent to was that of user navigation of large 

multivariate databases. The emphasis of researchers in this area was not so much on 

the quality of the graphics but on the animation and interactivity that amplified 

cognition (Card et al., 1999). Card et al suggest that the interaction of the different 

fields and communities that were interested in visualization as a tool to enhance 

insight generation in their respective fields, led to the field of information 

visualization.  

1.5.2 Information Visualization                                                                     

  Cognitive psychologists use "information visualization" as a broad term to 

include different kinds of visualization or a representational mode that describes 

specific information in a "visual spatial manner" (Tergan & Keller, 2005).  However, 

in computer science and in the context of this study, the term is used specifically for 

"computer supported interactive, visual representations of abstract non-physically 

based data to amplify cognition" (Card, Mackinlay & Shneiderman, 1999).  According 

to Voigt (2002), ñabstract data has no inherent mapping to spaceò. Results of a survey, 

responses to open-ended questions, database of staff information such as academic 

background, unstructured text and interview transcripts are some examples of abstract 

data.                                                                                                                    

  Information visualization as understood in computer science is especially 

pertinent when analyzing data sets that are extremely large (Carr, 1999). Figure 1.2 

and 1.3 are screenshots from an online visualization tool of baby names called óName 

Voyagerô (Wattenberg, 2005). The interactive tool allows users to type in letters and 

displays a graph showing the popularity of names starting with those letters over the 

last century. This tool intended initially for parents soon became a popular social 



  9   

analysis tool based on its display of social trends. Figure 1.2 shows that names starting 

with the letters óKRô peaked in popularity during the 1970s and Figure 1.3 shows that 

there has been a steady decline in the popularity of names starting with the letter óWô 

in general. However, the name óWilliamô ranked 8th in 2007 continues to be popular.  

 Another example of information visualization is the IBMôs óHistory Flowô. This 

visualization tool allows users to view the changes made to a Wikipedia article over a 

period of time or over different versions. Figure 1.4 shows the different versions of the 

article óChocolateô (Viegas, Wattenberg, & Dave 2004). The zigzag pattern reveals an 

edit-war over the existence of a surrealist sculpture related to this topic (Viegas, 

Wattenberg, &  Dave 2004). Visualization helps easily identify vandalism and 

anonymous edits common to Wikipedia. This tool also allows users to see all the 

authors of the page and the article in its current state.  

  

  

 
Figure 1.2 NameVoyager (Wattenberg, 2005) graphs names starting with ókrô  
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Figure 1.3 NameVoyager (Wattenberg,2005) graphs names starting with ówô  

  

  
Figure 1.4 Visualization of the article óChocolateô on Wikipedia based on version   

history. The zigzag pattern reveals an edit-war.  
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1.5.3. Knowledge and Collaborative Visualization                                        

  Knowledge visualization is used when the knowledge structure of an expert is 

represented through visualization to students, intended to serve as a tool for 

selfassessment of knowledge and to facilitate comprehension and navigation 

(Dansereau, 2005). Here emphasis is placed not just on the transfer of facts but also on 

the communication of insights, experiences, and predictions. Examples of knowledge 

visualization include mind maps and concept maps (Jonassen et al., 1993). Mind maps 

refer to the use of keywords and images as a spatial strategy to aid note taking and 

structuring of ideas (Buzan, 1995). Concept visualizations or maps allow users to map, 

manage and manipulate concepts (Canas, Leake & Wilson, 1999).  Collaborative 

knowledge visualizations are based on the belief that sharing of knowledge between 

different communities contributes to innovation (Novak & Wurst, 2005). Figure 1.5 is 

a concept map of concept mapping from CmapTools.  Figure 1.6 is an image of a 

virtual reality information retrieval environment in which users collaboratively explore 

a document describing virtual reality research (Benford et al., 1995).   

 

Figure 1.5 A concept map of concept maps from CmapTools  
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 Figure 1.6 Multiple users in VR-VIBE, a virtual reality information retrieval 

environment  

1.6.  Classification of  Visualization Systems  

Card et al. (1999) classify visualization systems in the following four 

categories based on levels. In the first level are visualizations that enable a user to 

access information outside of their workspace through the internet or online databases. 

On the next level are visualizations that allow more efficient use of an information 

workspace. On the third level are visualizations which allow for data to be represented 

with a set of interactive tools for pattern finding and discovering relationships in the 

data. This level relates to the focus of most data mining tools. At the fourth level are 

visualizations that represent a physical object in order to better understand their 

structure or workings. This also corresponds to the scientific visualization 

classification. The focus of this research project is on the visual representation of 

qualitative data or information visualization using interactive tools that Card et al 

(1999) classify as the third level of visualization systems. The abstract data 

represented in information visualization can be further categorized based on type and 

size. The following section describes the different classification of data.    
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1.7 Data  

Data refers to facts or symbols that are not interpreted or analyzed. By itself, 

data is raw and without meaning (Tergan & Keller, 2005). When data undergoes some 

analysis or interpretation it becomes Information. This may be through relating it to 

other variables or placing it in a specific context (Tergan & Keller, 2005). All 

visualization software process raw data in some form before the representation is 

delivered (Lurie & Mason, 2007). Data can be classified according to size, number of 

dimensions, and type.  In data-mining and information visualization, the following 

classifications of data and the tasks involved in their analysis are most pertinent.   

  

  

1.7.1 Data Size  

In data-mining contexts a dataset is considered large if it contains around 

100,000 items. Around a million data items make up a very large dataset and any data 

set with more than a million classified as massive. Most data mining software focus on 

representing massive data sets (Oliveira & Lewkovitz, 2003).   

1.7.2. Data Dimensions  

Oliveira & Lewkovitz (2003) categorize data arbitrarily as low dimension 

when it contains up to 4 attributes, medium when there is anywhere between 5 to 9 

attributes and high for data sets with ten or more. They suggest that a representation of 

more than 4 dimensions can be overwhelming and too complex for our perceptual 

abilities. For most people there may be no difference between analyzing a 

representation of a 5 dimension or 50 dimension dataset (Oliveira & Lewkovitz, 

2003).  

1.7.3 Task by Data Type Taxonomy  

In order to classify existing prototypes and guide future research in information 

visualization, Shneiderman (1996) developed the widely cited ñtask by data type 

taxonomyò for information visualization. He delineated seven data types and seven 
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tasks involved in the analysis of representation of all data types. These are described 

below.    

1.7.3.1 Data Types  

These first four classifications are dimension based. The first type is linear or 

one dimensional datasets. Typical examples include a list of names, programming 

code and textual documents. The second type is two-dimensional data. The third type 

is volumetric or three dimensional data which refer to objects in the real world and the 

data about their physical form. Visualization of this kind of data is classified as 

scientific visualization as previously discussed. The fourth data type is 

multidimensional as discussed in the Oliveira & Lewkovitz classification above.   

1.7.3.1.1 Tree/Hierarchical  

The fifth type, tree or hierarchical data refers to data that has a hierarchical 

structure. Each item has a parent and a child. The last level of children or the roots will 

not have children of their own. Common tasks with hierarchical or tree structured data 

are identifying the number of levels, the children under a specific parent and the 

number of children (Schneiderman, 1996). Visualization techniques for hierarchical 

data include node-link diagrams as illustrated in figure 1.7, and tree maps.  

 
  

Figure 1.7 A node-link representation of hierarchical data (Robertson et al., 1991)  

 In order to optimize the use of space, hierarchical data is often represented using 
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tree map or mosaic representations as developed by Shneiderman (1992). Figure 1.8 is 

a modified version of the tree map also called a ñchange tree mapò from 

smartmoney.com. The óMap of the Marketô was designed by Wattenberg (1999) to 

show viewers the state of the market. Each rectangle represents a company. The size 

of the rectangles reflects the market capitalization of the company. The color indicates 

the changes in stock prices with increase in value shown in green and a decrease in 

red. All companies fall under market categories such as capital goods, technology, 

utilities, energy etc (Wattenberg, 1999). The Map of the Market was found to be 

difficult for new users to learn (Bederson & Shneiderman 2003) and viewers typically 

take around ten to twenty minutes to process complex treemaps (Schneiderman, 1996). 

Treemaps remain a popular representation form and the Map of the Market set the 

standard for many financial representations (Wattenberg, 1999).   
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Figure 1.8 Map of the Market (Wattenberg,1999)  

1.7.3.1.2. Network  

Network data refers to data where each item may be linked to a number of 

other items. Social network data is an example of this type of data. Figure 1.9 is a 

social network visualization of the collaboration between artists and scientists at the  

Ars Electronica conference from its inception to 2004. Each dot denotes an individual. 

The colors indicate the year. The visualization shows that there has been more intense 

collaboration in recent years.   

 

Figure 1.9 Collaboration at Ars Electronica visualized using network.  

1.7.3.1.3. Temporal  

  Finally, temporal data refers to timelines or items that have a start and finish 

time. Temporal data is important in medicine, history and finance (Shneiderman, 

1996). Figure 1.10 illustrates changes in medical information for a patient using 

sparklines. Sparklines are "data-intense, design-simple, word-sized graphics" (Tufte, 
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2006).The grey bar shows the normal range for each measure. The red dot at the end 

of the spark line is the most recent data point.   

  

  

  

  

 
Figure 1.10 Tufteôs sparklines illustrating trends in medical information  

1.7.3.2 Tasks  

The tasks that Schneiderman (1996) suggests as important in analysis of all 

types of data are described below.   

Å Overview ï With an overview, the user obtains a high level understanding of a 

dataset using a visual representation of the entire collection of items in the 

dataset.  

Å Zoom ï By zooming, the user views a subset or an individual item of the dataset   

Å Filter - With filtering, data that is irrelevant or unnecessary to the overall task is 

removed.   

Å Details-on-demand - Here, the user needs to obtain detailed information about a 

subset of the data   

Å Relate ï The relationship between different subsets and/or the subset in relation 

to the whole dataset may need to be analyzed.    

Å History - Information about the interactions with the dataset may need to be 

accessed in order to undo or replay.  
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Å Extract - This refers to extracting relevant information or subsets for further 

detailed analysis.   

The overview, zoom, details-on-demand and relate tasks all require 

representations that provide a macro as well as micro view of the data. Whether this is 

done simultaneously on one screen or separately has implications for cognitive load.   

This is an important aspect of visualization and is described in greater detail below.  

1.8  Macro/Micro View of Data                                                                                    

  In order to gain a high level understanding of the data, users need to view a 

macro level representation or overview. This is also important when trying to analyze 

the relationships between subsets or a subsetôs relationship to the whole dataset.  

According to Tufte, often, the visual task is to contrast, compare and make a choice 

(Tufte, 1990). In these cases Tufte suggests that it is a combination of both macro 

level overview and micro level details that make for effective information design.   

Since our capacity to hold information in our visual memory is limited (Ware, 2005), 

ñthe more relevant information there is within eye span, the betterò as the display will 

allow for viewers to rely less on their visual memory to compare and contrast 

information in order to make a decision or choice (Tufte, 1990). The micro/macro 

level displays allow for easy context switching between global and local comparison, 

which is essential for good reasoning about information (Tufte, 1990). Card et al  

(1999) refer to representations that facilitate this as providing a ñfocus +contextò.  

ñFocus+Context start from three premises: First, the user needs both overview 

(context) and detail information (focus) simultaneously. Second, information needed 

in the overview may be different from that needed in detail. Third, these two types of 

information can be combined within a single (dynamic) display, much as in human 

visionò (Card et al., 1999)  

The following figure illustrates a visualization technique called ófish-eye viewô 

(Sarkar & Brown, 1994) used to provide a focus and context to the viewer while 

working with linear data. As the cursor move over an area in the list, it expands 
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showing the details of the information contained in that area. The fisheye menu allows 

the user to gain an understanding of details while maintaining awareness of the entire 

list and its contents. Hornbæk and Frøkjær (2001) found that reading speed increases 

with the use of fish-eye views.   

 
  

Figure 1.11 Fish-eye display of linear data from the University of Maryland  

  

  

Similar to Fish-eye views are bifocal views in which information that is central 

is enlarged and information that is peripheral is reduced in size (Robertson & 
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Mackinlay 1993). Another strategy is to present information in two windows, with one 

providing an overview and the other, detailed information (Beard & Walker, 1990).   

Research suggests that satisfaction increases when users have access to a visual 

overview (Hornbæk, Bederson, & Plaisant, 2002) and data is better understood when 

both overview and detailed views are provided (Hornbæk & Frøkjær, 2001). However, 

it was also found that the need to process two views simultaneously is taxing and 

slows down navigation (Hornbæk et al., 2002) and that the speed with which questions 

are answered is faster when only a detailed view is provided (Hornbæk & Frøkjær,  

2001).   

1.9 Continuum of Visualizations  

  The visualizations discussed all use different combinations of sensory and 

arbitrary components to represent data in varying levels of abstraction (Ware, 2004). 

We can think of information representations in the qualitative data mining context as 

falling on a continuum of visualizations, from raw data on the one extreme to highly 

abstract visualizations of that data on the other (Figure 1.12).  It is important to 

research how different points or levels in this continuum will influence the 

decisionmaking process, whether there may be an optimal point for a decision-making 

scenario that involves tasks of varying levels of complexity or whether different 

representations may be more appropriate for each subtask. This study compares two 

extremes and two intermediate levels of visual abstraction, from tabular representation 

with some graphic such as bar charts, or network diagrams, and pivot tables to abstract 

spatial representations.  These levels or points are illustrated in figure 1.12 using four  

software packages: Microsoft Excel (TABLE), SPSS Text Analysis (TEXTA),  

Intelligent Results Discover (IRD) and finally Eaagle Information Mapper (TIM).  
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   Figure 1.12 Continuum of data visualization  

  Raw textual data presented in a table falls on one end of the visual abstraction 

continuum as it uses only written language or arbitrary visualization components of 

text. This requires prior learning and takes longer to process as the viewer needs to 

decode the language in order to understand the content (Ware, 2004).  Most data 

mining software give a frequency analysis of the raw text. Although, this still requires 

a viewer to decode the numerical information, it makes processing less overwhelming 

as some analysis is already done.    

  Supplementing tables with conventional graphics, such as bar charts, node-link 

or network diagrams, represent the next level on the continuum.   

  On the next level of the continuum, we find representations which make use of 

increasingly abstract data visualizations. For example, a spatial data abstraction to 

present an overview along with a representation of frequency and relationships, which 

uses more sophisticated representations such as pivot tables versus tabular numerical 

representations.    

 Finally, the other extreme of the continuum involves displaying highly 

abstract data visualizations that make use of sensory codes such as shape, color and 

proximity primarily to represent qualitative data.    
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  In order to understand the decision-making processes which these 

representations are intended to facilitate, the following sections review 

decisionmaking theory, information seeking behavior and cognitive incentive systems 

which suggest which strategy a decision-maker will adopt based on an analysis of the 

representations available to him or her.    

An important characteristic of a majority of research in visualization and 

decision-making is their focus on the speed and accuracy of the final decision versus 

the process by which the decision is made.  Decision-making research in general has 

focused on errors and biases and in developing tools to help the ñerror-prone 

decisionmakerò (Klienmuntz, 1990). These tools usually involve representations of 

numerical data. According to Kleinmuntz (1990) although training and decision aids 

improves decision-making, users are resistant to depending on them. In order to better 

understand the decision-making process and hypothesize the specific influence of 

representation on processes, the following section reviews decision-making theory on 

processes.   

1.10 Decision-Making Theory  

Decision theory focuses on ñgoal directed behavior in the presence of optionsò 

(Hansson, 1994).  The goal in this behavioral process is most often to choose the best 

alternative from a given set of choices. This decision making process is affected by 

multiple factors such as the characteristics of the decision maker, the task and the 

environment in which the decision needs to be made. Decision maker characteristics 

include task domain knowledge, work experience and decision making authority. Task 

characteristics include task realism and task structure and finally environmental 

characteristics include distractions, time constraints and the importance of the task in a 

larger context (Borgman, 1996).    

1.10.1 Sequential Models of Decision-Making  

Models that describe this process of decision-making can be categorized as 

sequential or non-sequential models.  Sequential models organize the decision-making 
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process into phases or stages that always occur in a specific order. Herbert Simon 

(1960) developed a sequential model of decision-making for organizational contexts 

that involves three primary phases. The first phase termed ñintelligenceò relates to 

identifying opportunities or situations for decision-making. The second phase called 

ñdesignò, involves developing different courses of action that are possible. In the final 

phase, ñchoiceò, the most suitable option from those identified in the design phase, is 

chosen.    

In another important sequential model the decision-making process is 

presented as a six-step process - ñidentification of problem, obtaining necessary 

information, production of possible solutions, evaluation of the solutions, choosing a 

strategy for performance and finally, implementation of the decisionò (Brim et al., 

1962 as cited in Hansson, 1994).   

According to Kleinmuntz and Schkade (1993) complex decision-making tasks 

involve set of subtasks that are carried out in a sequence and the overall strategy is a 

series of sub-strategies designed to complete each of the subtasks. They suggest and 

that these sub-strategies may involve stages such as information acquisition or 

evaluation, simple subtasks such as pattern recognition or  summarizing information 

and basic operations such as reading, mathematical calculations and comparing  

(Kleinmuntz & Schkade, 1993)  

Empirical research by Witte (1972 as cited in Hansson, 1994) challenges the 

sequential nature of decision-making that these models propose. Witteôs findings 

suggest that as an individual collects information, alternatives are developed 

simultaneously. These alternatives are analyzed as soon as they are generated and in 

doing so a decision is made. Witte suggests that these actions are a ñpackage of 

operations and the succession of these operations over time, constitutes the total 

decision-making processò.  Non-sequential models take a similar perspective to 

decision-making.   



  24   

1.10.2 Non-Sequential Models of Decision-Making  

An important non-sequential model of decision-making is that of Mintzberg,  

Raisinghani and Theoret (1976). This model includes three phases similar to those of  

Herbert Simonôs intelligence, design and choice. In this model these phases are called  

ñIdentification, Development and Selectionò. An important distinction from that of 

Simonôs model is that these three phases do not occur in a specific order or even in a 

simple sequence. Each phase also contains sub-phases or ñroutinesò.    

There are two routines within the identification phase. In the first routine is 

decision recognition. This usually happens by reviewing ñstreams of ambiguous, 

largely verbal data that decision makers receiveò (Mintzberg et al., 1976). In the next 

routine called diagnosis, decision-makers review existing information and look for 

new information in order to understand the issues more clearly.   

 In the development phase, existing courses of action or options are uncovered 

through the search routine and new options are developed in the design routine. 

Existing solutions may also be refined in the design routine. There are three routines 

leading up a final decision in the selection phase. These are screen, evaluation-choice, 

and finally authorization. In the screening routine, available options that are clearly 

below required standards are eliminated. This is only done if it is felt that the number 

of existing options or courses of action is too large that they cannot all be evaluated in 

a thorough manner. Once the screen routine leaves a few good solutions to be 

evaluated, using techniques such as ñintuitive judgment, bargaining and analysisò 

(Hansson, 1994), a final choice is made in the routine called evaluation-choice. The 

final choice then needs to be approved by a higher authority in the final routine called 

authorization.   

The phases and routines delineated above do not always occur in a specific 

sequence. According to Johnson et al., decision-making is a cyclical process of 

"hypothesis formation, active, expectancy guided information acquisition, and 

information processing" (Johnson et al., 1992 as cited in Borgman, 1996). Often a 
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decision-maker will cycle through a few routines or phases before moving onto 

another (Hansson, 1994).   

Although managers spend a large proportion of their time in the problem 

identification phase and expend even more effort in development of possible solutions 

(Mintzberg et al., 1976) than in the choice phase, much of decision-making research 

has focused on analysis of the end result of the process or the final choice (Beach, 

1993; Hansson, 1994).  This studyôs primary focus is on the influence of visual 

representation on the information search and screening processes that lead to a final 

decision.    

1.11 Information Search Behavior  

   The main components of Information acquisition or search behavior are depth, 

content and sequence. Depth relates to the amount of information that is acquired. 

Content relates to which information is retrieved and sequence is the order in which 

the different information is searched for and retrieved (Jacoby et al, 1987).   

Borgman (1996) investigated manager's pre-decisional information search 

behavior using a similar focus on process as this study. Using a process tracing 

technique Borgman studied the characteristics that distinguish successful information 

system search behavior from unsuccessful approaches. Participants were asked to play 

the role of a 'senior business analyst' of a fictional company, 'Multilevel'. As senior 

business analysts the participants analyzed financial, marketing and sales data about a 

failed daughter company of Multilevel and put together a brief containing analysis of 

the situation that this company was in.  The data was presented in the form of graphs 

with a total of 960 graphs that included all combination of variables. He found that 

successful search behavior was characterized by an initial scanning of information 

using a general but structured checklist, followed by more focused and detailed 

analysis. Participants ñplunging inò or immediately focusing on a detailed analysis of 

an issue based on preconceived ideas characterized unsuccessful search behavior 

(Borgman, 1996).    
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            Interestingly, this study found that participantôs perceived performance did not 

significantly correlate with objective score of performance (p>0.05). Retrieval of more 

important information actually resulted in decreased perceived performance. CatsBaril 

and Huber (1987) also found that higher degree of information retrieval leads to 

decreased perceived performance but improves actual performance. They suggest that 

this may be due to the ñlack of closureò that an individual feels when the amount of 

information retrieved extends beyond a certain level and more nuances are discovered 

in a poorly defined problem situation (Cats-Baril & Huber, 1987).   

1.12 Cognitive Incentive Systems   

The strategy that a decision-maker adopts is influenced by the representation 

forms available. Different strategies are used for numerical, textual and graphic forms 

(Stone & Schkade. 1991) as representations differ in the amount of effort needed to 

use them and the resulting level of accuracy. A cognitive incentive system is set in 

place in any decision-making task and decision-makers will adopt different strategies 

based on a cost-benefit analysis of the representation forms (Kleinmuntz & Schkade, 

1993).     

          When a decision-maker adopts a specific strategy, feedback about the amount of 

effort it requires is obtained quickly and easily understood. However, feedback about 

accuracy can be delayed and vague resulting in decision-makers being better able to 

estimate effort than accuracy (Einhorn & Hogarth, 1978 as cited in Kleinmuntz & 

Schkade, 1993).  This is further complicated by the fact that it is difficult to learn the 

level of accuracy a strategy affords as each decision-making scenario may have 

different criteria for determining accuracy. However, perception of effort expended 

does not vary as much from one scenario to another (Kleinmuntz & Schkade, 1993).  

1.13 Research Questions and Hypotheses  

This section relates the literature reviewed to the goals of this study. Research 

in information visualization has focused primarily on developing algorithms for new 

representations and less on how these representations influence the decision-making 
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process.  Decision-making theory has been driven by a model of the decision-maker as 

error prone and biased, and a focus on the final choice stage of decision-making 

(Beach, 1993; Hansson, 1994).  Consequently, a majority of research on information 

representations designed to aid decision-making do not address earlier stages of the 

decision-making process.  Representation of qualitative data in data-mining and 

decision-making is a relatively new field of research. The analysis of qualitative 

information may be less likely to have a definite outcome as it is more open to 

interpretation than quantitative data. Investigating the process by which users 

strategize, analyze and identify themes in qualitative data is a required step towards 

designing interfaces that support the phases where decision-makers expend the most 

time and effort (Mintzberg et al., 1976).   The following section describes the objective 

of this study and hypotheses from the research reviewed.   

  

  

1.13.1 Objective   

To investigate how four different forms of information representation (tabular; 

text and conventional graphics; pivot table and spatial visualization; complete data 

visualization) affect how users strategize, analyze and identify themes in a 

decisionmaking scenario for a qualitative dataset.    

1.13.2 Hypotheses  

1.13.2.1 Themes/patterns and levels of detail  

Visualizations are useful for identifying patterns in a dataset. However, it does 

not afford detailed analysis (Speier & Morris, 2003). This suggests that as the level of 

data visualization increases, the ease with which decision-makers identify themes or 

patterns will also increase. It also suggests that the difficulty of getting at the details in 

a highly abstract graphical representation may lead to increased effort on the part of 

the decision-maker. Will the number of operations a decision-maker performs on a 

dataset increase as the level of data visualization increases? Consequently, will 
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satisfaction with the level of detail reached in a given time frame decline as the level 

of data visualization increases? These questions lead to the following hypotheses:  

Å H1 - Participants will find it easier to identify themes as the level of data 

visualization increases  

Å H2 - The number of operations on the data required to arrive at a decision will 

increase as a function of increasing data visualization  

Å H3 - Participants will be less satisfied with the level of detail reached with 

increasing levels of data visualization.   

1.13.2.2 Confidence levels  

Studies have also shown that when the decision-maker is exposed to a high 

level of detail or sees nuance in a dataset, the less confident they are likely to be about 

their decisions (Cats-Baril & Huber, 1987).  How will confidence levels change with 

increasing levels of abstract visualization?   

 Å  H4 ï Participants will rate their confidence in decisions lower as the level of  

data visualization increases                                                                                     

1.13.2.3 Understanding representations                                                                   

  The more elements there are in a representation space, the longer it takes to 

process (Hornbæk et al., 2002). Also, representations which use a greater number of 

arbitrary visual codes versus sensory codes may require more time and learning on the 

part of the viewer as arbitrary codes need to be learnt and decoded in order to be 

processed (Ware, 2004). Will decision-makers ask fewer questions in order to 

understand a representation as the level of data visualization increases to extreme of 

the continuum, which mainly uses sensory codes that are processed immediately?   

Å  H5 ï Participants will ask fewer questions related to understanding  

representations as the level of data visualization increases                                          
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1.14 Conclusion                                                                                                          

  Since a majority of research on decision-making and visualization has focused 

on the final choice phase, the efficacy of representations have been judged by the 

accuracy and speed of the decisions made.  Most of these studies focused on problems 

of risk, financial information and other quantitative tasks, which are more amenable to 

judgments of accuracy.  Qualitative information is more open to interpretation and 

analyzing the accuracy of final decisions against pre-determined criteria may not be 

appropriate or possible in this context. Instead, comparisons of decisions across 

representations may help clarify whether one representation form is likely to sway a 

decision maker in one direction versus another.   

  

In order to investigate the questions and test the hypotheses described above,  

this study uses the combination of quantitative and qualitative methods required for 

easy comparison of decisions made and to gain insight into subjective decisionmaking 

process. The following chapter describes this methodology in detail.  
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2. METHODOLOGY  

2.1 Participants  

  Thirty-two participants, 16 male and 16 female, participated in this 

betweenparticipants experiment with four conditions of 8 participants each, but gender 

was not balanced because no effect of gender was anticipated. All participants were 

either graduate students or staff members at Cornell University (28 graduate students, 

4 staff members). The average number of years of past work experience was 5.63 

years (SD = 7.73).  Average age was 30.16 years (SD =8.98).  None of the participants 

had prior experience with large qualitative data sets or data mining software. The 

participants were recruited using employee and graduate student list serves, flyers, and 

course email lists. Participants were asked if they were color blind at the time of 

scheduling to screen for color blindness. None of the participants were color blind. 

They were compensated $20 for their participation in the 1.5 hours experiment session 

in which they were trained in the software and given a decision-making task to 

perform.   

2.2 Apparatus  

The experiment used a managerial decision making scenario and four software 

packages to represent a multidimensional qualitative dataset of 1574 responses to an 



  31   

open-ended survey. The data was presented to each participant using one of the four 

software packages on a 17-inch Dell AS501, 1280 x 1024 pixels 48-cm TFT LCD 

screen. The participants communicated requests to the researcher to manipulate the 

data using an Instant Messaging client on a Dell Latitude D620 Laptop computer. The 

Instant Messaging client was used to document all interactions between the researcher 

and participant. The participants filled in a response sheet during the exploration 

process to document their findings and to finally present their decisions.   

  

  

2.2.1 Decision Making Scenario  

The participants were presented with a managerial decision making scenario 

based upon the real world uses of the workplace survey responses by managers. In this 

scenario, the participant was instructed to play the role of a manager responsible for 

workplace design policies for a fictional company with operations in three countries. 

This company had initiated a company wide survey with open-ended questions to get 

feedback from its employees on their physical work environment. As the manager, the 

participants were asked to examine the data collected to identify what important areas 

employees voice concerns about, what the specific problems may be and what they 

suggest as improvements.  They then needed to prioritize and rank areas where they 

thought action to be taken by the company, globally as well as for each country. This 

managerial decision making task was designed based on consultation with managers 

about the kind of analysis and decisions that are made with similar data in their 

companies. (See Appendix A)  

2.2.2 Information Representations   

The 1,574 responses mentioned above were obtained from a real internal 

workplace survey conducted by a major furniture company. The anonymous responses 

then were inputted into each of four software packages to form the information 

representations that were tested in the four conditions of this study.  Two conditions 

represented the dataset using one dominant representation form: textual representation 



  32   

or abstract visualization. The other two conditions different combinations of graphical, 

text and quantitative representations. Summaries of the four information 

representations based on the information seeking tasks delineated by Schneiderman 

(1996) and described in detail in Chapter 1 are illustrated in the table 2.1.   

None of the software conditions allowed users to view a history of their 

interactions and extracting to an external software or tool for further analysis was not 

in the scope of the experiment task.   

  

Table 2.1 Features of each condition based on Schneidermanôs information seeking 

tasks  

Condition  Representation  Overview  Zoom  

Detailsondemand  

Relate  Filter  

TABLE  

(Excel)  

Text or Table 

visualization  

No  No  Yes  No  No  

TEXTA 

(SPSS  

Text 

Analysis)  

Word/concept 

frequency and 

line/network 

diagrams  

Yes  No  Yes  Yes  Yes  

IRD  

(Intelligent  

Results  

Discover)  

Spatial 

graphics and 

pivot tables  

Yes  No  Yes  Yes  Yes  
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TIM 

(Eaagle  

Information  

Mapper)  

Abstract 

visualization  

Yes  No  Yes  Yes  Yes  

  

  

2.2.2.1. Table Visualization   

Table visualization or a data table is a form of representation where text data is 

listed in table form.  This representation comprised a list of all responses copied 

verbatim in a spreadsheet (Microsoft Excel 2003). The spreadsheet contained 4 

worksheets, one for each country and one worksheet containing responses from all 

three countries. Each worksheet contained two columns, one for the country variable 

and one for the response.   

The participants were allowed to organize the data in any way they needed 

arrive at a decision as long as it was possible to execute in this software. Typical 

manipulation included alphabetizing responses, searching for keywords, color coding, 

deleting responses, and identifying frequency of occurrence for specific keywords.  
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Figure. 2.1 Table Visualization  

2.2.2.2 Table Visualization, Link-node and Bar charts   

  This second condition used the SPSS Text Analysis (TEXTA) software to 

present a combination of text and graphical representations of the dataset. The 

interface for this software consisted of four panes.  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  


